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Abstract Real-time estimates of a crowd size is a central task in civilian surveillance. In
this paper we present a novel system counting people in a crowd scene with overlapping
cameras. This system fuses all single view foreground information to localize each person
present on the scene. The purpose of our fusion strategy is to use the foreground pixels of
each single views to improve real-time objects association between each camera of the net-
work. The foreground pixels are obtained by using an algorithm based on codebook. In this
work, we aggregate the resulting silhouettes over cameras network, and compute a planar
homography projection of each camera’s visual hull into ground plane. The visual hull is
obtained by finding the convex hull of the foreground pixels. After the projection into the
ground plane, we fuse the obtained polygons by using the geometric properties of the scene
and on the quality of each camera detection. We also suggest a region-based approach track-
ing strategy which keeps track of people movements and of their identities along time, also
enabling tolerance to occasional misdetections. This tracking strategy is implemented on the
result of the views fusion and allows to estimate the crowd size dependently on each frame.
Assessment of experiments using public datasets proposed for the evaluation of counting
people system demonstrates the performance of our fusion approach. These results prove
that the fusion strategy can run in real-time and is efficient for making data association. We
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also prove that the combination of our fusion approach and the proposed tracking improve
the people counting.

Keywords Visual surveillance - People counting - Homography - Data association -
Tracking - Overlapping cameras

1 Introduction

Counting people in crowds is a crucial and challenging problem in video surveillance. There
is a great interest for monitoring all types of environments. This could have many goals,
e.g., security, resource management, urban planning, or advertising. A good estimation of
the number of people in a crowd is a key indicator of the crowd security and safety and it
can be extremely useful information. In a crowd, it is also very important to have a perfect
view of every individual to detect potential anomalies. Counting people in the crowds is
difficult because there are many occlusions. Several people counting approaches have been
proposed in the past twenty years.

1.1 Related works

Most of the literature concerning people counting rely on a single view approach, due
to the wide availability of a single surveillance cameras and to the relative ease of imple-
mentation [5, 6, 16, 34, 37, 42]. Even with strong prior assumptions and no computational
limitations, often it is difficult to count efficiently people in a crowd from a single sim-
ple camera view. To overcome this drawback, several research works [1, 8, 12, 24] propose
to use cameras which look straight down. These cameras are fixed to the ceiling. How-
ever, the application is mostly limited to indoor environments. Also stereo cameras have
been considered, in order to exploit depth information to project moving people to the
ground plane, producing an occupancy map and reducing occlusions [2, 15, 33, 36, 40].
Some research works proposed to use multi-camera system. The use of multiple cameras
reveals as fundamental for localizing and counting people in crowded environments [13, 22,
26, 29, 30]. In computer vision community, the use of multi-camera takes a lot of scopes.
Indeed, motivations are multiple and concern various fields as monitoring and surveillance
of significant protected sites, control and estimation of flows (car parks, airports, ports, and
motorways). Because of the fast growing of data processing, communications and instru-
mentation, such applications become possible. These kind of systems require more cameras
to cover overall field-of-view. They reduce the effects of objects dynamic occlusion. Using
several views of the same scene (multi-view) can allow to recover the information that could
have been hidden in a specific view. The people counting systems have been subdivided
into individual-centric methods, based on the detection, tracking, and counting the num-
ber of tracks, and crowd-centric methods, based on the analysis of global low-level features
extracted from crowd imagery to produce accurate counts [4]. In this paper, we investigate
individual-centric methods because these methods do not require a special learning about
people from the scene to find their localizations and the counting is only based on peo-
ple detection. Traditionally, counting involves first locating all the individual objects. It is
because estimating the number of people depends on detecting individuals in order to count
in crowded settings. However, locating all the objects is a demanding task because objects
often look a like or occlude each other, making data association difficult.
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According to Xu et al. [39], for multi-view object localization, existing multi-camera
surveillance algorithms may be classified into three categories.

— The system in the first category fuses low-level information. In this category, multi
camera surveillance systems detect and/or track in a single camera view. They switch
to another camera when the systems predict that the current camera will not have a
good view of the scene [3, 18]. These methods are vulnerable because the foreground
information is extracted from individual camera views.

— In the second one, system extracts features and/or even tracks targets in each individ-
ual camera. After this, we integrate all features and tracks in order to obtain a global
estimate. These systems are of intermediate-level information fusion [17, 21, 38]. These
methods are still vulnerable because the features are extracted from individual camera
views.

— The system in the third category fuses high-level information. In these systems, indi-
vidual camera doesn’t extract features but provide foreground bitmap information to
the fusion center. Detection and/or tracking are performed by a fusion center [9, 19, 20,
39, 41].

This paper points out on the approaches in the third category because these algorithms
are robust against dynamic objects occlusion. In this category some algorithms have been
proposed. Khan and Shah proposed to use a planar homographic occupancy constraint to
combine foreground likelihood images from different views [19]. It resolves occlusions and
determines regions on the ground plane that are occupied by people. They also extended
the ground plane to a set of planes parallel to it, but at some heights off the ground plane
to reduce false positives and missing detections [20]. The foreground intensity bitmaps
from each individual camera are warped to the reference image by Eshel and Moses [9].
The set of scene planes is at the height of people heads. The head tops are detected by
applying intensity correlation to align frames from different cameras. This work is able
to handle highly crowded scenes. Yang et al. detect objects by finding visual hulls of the
binary foreground images from multiple cameras [41]. These methods use the visual cues
from multiple cameras and are robust in coping with occlusion. However the pixel-wise
homographic transformation at image level slows down the processing speed. To overcome
this drawback, Xu et al. proposed an object detection approach via homography mapping
of foreground polygons from multiple cameras [39]. They approximate the contour of each
foreground region with a polygon and only transmit and project the vertices of the polygons.
The foreground regions are detected by using Gaussian mixture model. These polygons are
then rebuilt and fused in the reference image. They prove that their approach is 40 times
faster than state of art fusion algorithm.

In this paper, the people counting system that we proposed suggest a new strategy based
on reducing the complexity of polygons fusion for object localization in order to perform
the data association between the foreground object detected in each single view. The fore-
ground pixels of each camera view are detected by using codebook model. These pixels are
grouped into polygon. For each person, our strategy is to detect the polygon which has the
best representation of each person present on the scene. In each camera view, a foreground
polygon is obtained by finding the convex hull of foreground region. The selection of the
best polygon is done by incorporates geometric properties of the scene and the quality of
each single view detection. We also introduce a multi-view tracking strategy to estimate the
crowd size dependently on each frame. The number of people at each frame can be cal-
culated by counting the number of polygons resulting from the fusion and the estimation
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method associate to the tracking strategy gives the number of distinct people who spent at
the scene.

The paper is organized as follows. Section 2 describes the proposed people counting
approach. Experiments on different datasets and the performance evaluation are presented
in Section 3. The conclusion and further works are presented in Section 4.

2 People counting approach

In this section, we present our proposed approach for people counting using multiple
cameras. This method is divided into four modules :

— single foreground pixels detection : this module identifies the foreground pixels of each
camera view. In this work we adopt a motion detection algorithm which is based on
codebook model;

— foreground information fusion : this module merges all foreground pixels obtained
using the first module to get a global information of the scene;

— tracking : this module is adopted to support people counting, by keeping track of people
movements and of their identities along time;

— counting : the role of this module is to count people.

These modules are described below.
2.1 Motion detection using Codebook model

Foreground detection in each single scene view is the basic building block of our pro-
posed people counting system and its accuracy is crucial for the entire process. Therefore,
we adopt here the codebook background model for video sequences presented by Kim et
al. [25], whose high accuracy and robustness to well known moving object detection chal-
lenges has already been proved. These results are confirmed in our past research work [32],
in which we test the algorithm on several new sequences which presenting more challeng-
ing situations. This method detects in real-time object in dynamic background. Figure 1
represents the flow diagram of the codebook based algorithm.

In this method, each pixel p; is represented by a codebook C = {ci, c3, ..., cr} and
each codeword c;, i = 1, ..., L by a RGB vector v; and a 6-tuples aux; ={ii, fi, fis pi»
MAi, gi} where I and [ are the minimum and maximum brightness of all pixels assigned
to this codeword ¢;, f; is the frequency at which the codeword has occurred, A; is the
maximum negative run length defined as the longest interval during the training period that
the codeword has not recurred, p; and g; are the first and last access times, respectively, that
the codeword has occurred. The codebook model is created or updated using two criteria.
The first criterion is based on color distortion (1) whereas the second is based on brightness

distortion (2).
JlIpd2 = €2 <= ¢ (1)

Tiow < 1 < I ()
In (1), the autocorrelation value C[% is given by equation (3) and || p,||2

equation (4).

is given by

o2 _ (RiR+GiG + BiB)

3
P R? + G? + B? )
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Fig. 1 Flow diagram of the Codebook based algorithm. (the solid lines correspond to the learning phase;
dashed lines correspond to the phase of moving objects detection)

lIp:l|* = R* + G* + B? 4)

In relation (2), lipw = afi, I = min {ﬂf, g} and I = VRZ+ G2 1 BZ.

After the training period, if an incoming pixel matches with a codeword in the codebook,
then this codeword will be updated and this pixel will be treated as a background pixel. If
the pixel doesn’t match, its information will be put in cache word and this pixel will be
treated as a foreground pixel.

2.2 Fusion strategy

In this section, we present our fusion approach for moving people counting in a multi camera
system. Kuncheva et al. distinguish two information fusion approaches: decision fusion and
source selection [28]. For them, decision fusion consists in combining the information from
multiple sources to reach a consensus [7, 27] whereas source selection consists to choose
dynamically the best source among the sources [14, 23]. In this work, our approach is based
on source selection. The main idea of our fusion method is to find the camera which has the
best view of the localization of each person present on the scene.

After the foreground pixels in each view are detected, these pixels need to be grouped
into foreground regions. Each region can be approximated by a polygon. The polygon is
obtained by finding the convex hull of all contours detected in threshold image. The con-
vex hull or convex envelope of a set X of points in the Euclidean plane or Euclidean space
is the smallest convex set that contains X. For instance, when X is a bounded subset of the
plane, the convex hull may be visualized as the shape enclosed by a rubber band stretched
around X. To find the convex hull, we search for any point in X that enters the minimal con-
vex hull for sure. We choose the one with the least x-coordinate (the left most one in X).
We create a P list in which we store the numbers of the points (their position in X array).
After that, we sort a set of points in increasing order (except for P[0]) as for their left posi-
tion with regard to the starting R = X P[0] point. We consider that B < C if C point is
on the left from RB vector. Then we apply a sort algorithm based on pair-wise comparison
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Fig. 2 Example of detection of the convex hull of a set of points

of these elements. This allows us to have a starting point for our polygon and a potential
order in the succession of the vertices of the polygon (confers sub-figure (a) of Fig. 2 :
the starting point is colored red and the potential order is 0, 1, 2, ..., n — 1). The last step
is to cut angles. In order to do that, we create a list S and place the first two vertices into
it (§ = [P[0], P[1]]). Then look through all other vertices, we keep track of recent three
points, and we find the angle formed by them. If orientation of these points is not counter-
clockwise, we can cut the angle by removing the last vertex from S. As soon as orientation
is clockwise, it is no longer necessary to cut angles, so we will place the current vertex into
S. This last step is illustrated by the sub-figures (b), (c),.., (p) of Fig. 2. All region can be
approximated by a polygon and each polygon is convex. Figure 3 presents some results of
the implementation of the moving objects detection algorithm and the approximation by a
polygon strategy. The approximation by a polygon reduces the amount of data which will
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Fig. 3 These results are obtained by using sequence from PETS 2010 dataset. The first row shows the
original images. The second row shows the foreground pixels obtained by using Codebook based algorithm.
The third row shows the foreground regions and the last row shows the detected polygons. Black points on
polygon represent the vertices of the polygon

be processed. This approximation also allows us to consider all the holes or discontinuous
blobs as foreground pixels. Because all pixels which belong to the polygon are considered
to be a foreground pixels. To use the polygon vertices in the information fusion module, we
have decided to assign an unique identifier id to each polygon. With the detection of each
foreground regions, we need to fuse these regions to get a multi-view information. We find
the projection of each polygon in the ground plane by considering the projection of each of
its vertices in this plan. The projection is done by using planar homography mapping.
Homographies are usually estimated between a pair of images by finding feature cor-
respondence in these images. The most commonly used feature is corresponded points in
different images, though other features such as lines or conics in the individual images
may be used. These features are selected and matched manually or automatically from 2D
images to compute the homography between two camera views or the homography between
one camera view and the top view. Thus, a calibration of the stage must be carried out for
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obtaining the projection matrix. The homography transformation is a special variation of
the projective transformation. Let us consider the point x = (xg, yy, 1) in the image without
distortion and the point X = (X, Yy, Zy, 1) in the 3D world. The projection transformed
from X to x is given by equation (5).

T T2 13 Iy Xy
X s s Cy 0
ys _ f{)X /s, Cx 0 r21 2 123 by Yy )
IS 0 O} ]y 0 r3] 32 133 1

0 0 01 1

If X is limited on the ground plane, therefore Z,, will be 0 and the projection transformed
from X to x becomes:

[ x| [ f/sx s Cx P11 T12 F13 Iy X

s | = 0 f/sy Cy r21 122 123 1y Yy (6)
L1 | O 0 1 r31 132 133 t; 1
[ x5 ] [ hii hia hiz Xy

s | = | h21 hoo hos Yy N
L1 | 731 h3 h3z 1

Planar homography mapping consists in finding 3 x 3 matrix which correspond a point
pt(x, y) to an other point pt’(x’, y’) on the ground plane in two different views. In case of
non-planar scenes, a spatial model would be needed and has to be integrated. This spatial
model should include the detection of the planar sub-regions in the scene that do not con-
form to the planar hypothesis. A homography can be performed for each subregion because
these subregions are planar. The images are then combined by considering the spatial model
(Fig. 4).

After projection, we propose an strategy to fuse the polygons. Our fusion approach is
based on geometric properties of the scene and on the quality of each camera detection.
Let us consider a scene being observed by cameras with overlapping views as shown in
Fig. 5. In this figure, the scene is observed by two cameras. Each camera observes the scene
differently and it is then necessary to make a mapping of the scene to know the fields of view
of each camera. This information is important in order to do an efficient fusion because it
identifies the number of camera which covers each point of the scene. Using the projected
polygons obtained from each single single view and considering two views, we identify
three cases:

cl: A polygon from the first view is not associated with any polygon from the second
view. If the polygon is detected in an area cover by one camera we assume that this
camera has the best possible view of the object. Else If the polygon is detected in
an area cover by the two cameras, we assume that this polygon is an false detection.
Then we ignore this projected polygon. This case allows us to reduce the counting
errors due of the presence of the false positive pixels in each thresholded view.

c2: A polygon from the first view is associated with only one polygon from the second
view. For the selection of the best view, we prioritize the camera which detects the
lowest point of the projected polygons (projection in the ground plane) associated
with the person. For each polygon the lowest point is the point nearest to the ground.
It is the vertex which has the largest value on y-axis. Using the example presented in
Fig. 6, our fusion strategy will select the polygon which comes from the second view
(polygon in color red) because it detects the lowest point of the polygon which is
obtained from the second view. If this criterion does not permit to choose a polygon
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Fig. 4 These results are obtained by using sequence from PETS 2010 dataset. The first row shows the orig-
inal images with detected polygons. The second row shows the foreground mask and the third row presents
the projected polygons. The ground plane image is obtained using Google Maps view of the scene provided
with the dataset

as in the case of Fig. 7, the selection will be made with respect to the position of the
object relative to the camera. Indeed, this position has an influence on the rendering
in the homographic plan. For performing this criterion, for each camera we calculate

Fig. 5 Illustration of scene observed by two cameras
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Fig. 6 Polygons obtained after projection in a ground plane. In this plane, the x-axis is oriented from right
to left and the y-axis is oriented from bottom to up. The polygon in color green is from the first view and the
polygon in color red is from the second view

the distance between the highest vertex of the projected polygon (vertex which has the
smallest value on y-axis) and the projection of the lowest vertex of the same polygon.
The best polygon is the polygon which has the smallest distance. In the case of Fig. 7,
the best polygon is the polygon that has the color green.

c¢3: A polygon from the first view is associated with more than one polygon from the
second view. This third case is illustrated by Fig. 8. In this case, we conclude that
this is a dynamic occlusion between objects. According to this, the best camera is the
camera in which has the largest number of associated polygon. These polygons are
then selected. If we apply this principle to Fig. 8, the green polygons will be selected
as result of the fusion process.

Incl, ¢2 and ¢3, a polygon P1 from a view will be considered associated with a polygon
P2 which is from another view, if the projection into the ground plane of one of the vertex
of P1 belongs to the projected polygon obtained by projecting the vertices of P2 into the
ground plane. The ray casting algorithm proposed by Sutherland et al. in [35] has been used
in order to resolve point-in-polygon problem. In its, the number of times that a ray starting

Fig. 7 Polygons obtained after projection in a ground plane. In this plane, the x-axis is oriented from right
to left and the y-axis is oriented from bottom to up. The polygon in color green is from the first view and the
polygon in color red is from the second view
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Fig. 8 Polygons obtained after projection in a ground plane. In this plane, the x-axis is oriented from right
to left and the y-axis is oriented from bottom to up. The polygon in color green is from the first view and the
polygon in color red is from the second view

from the given point intersects the edges of the polygon is counted. If the point in question
is not on the boundary of the polygon, it is outside if the number of intersections is an even
numbers; it is inside if this number is odd. This algorithm can be applied to either convex or
concave polygons.

For each of the remaining cameras (if any remains), the fusion process described above
is repeated by considering the polygons resulting from the previous fusion and those of the
new view.

2.3 Tracking strategy

Our tracking strategy and people counting method are presented in this section. In the pro-
posed system the tracking module is adopted to support people counting, by keeping track
of people movements and of their identities along time. Our tracking module is an extension
of tracking strategy proposed by Motamed [31]. Indeed, he proposed a simple and effec-
tive strategy for tracking objects in a mono-camera video surveillance system. Our tracking
strategy incorporates in algorithm proposed by [31], the requirements of a multi camera sys-
tem. The proposed strategy track the object on the ground plane after the fusion. Then, after
fusion and in order to take into account approximate object behavior first order position
prediction in a ground plane of each tracked object is used. For each detected region,
some visual features are computed: centre of gravity, bounding box, and color histograms of
the object in each view. These histograms are reduced to 32 bins per color channel in order
to reduce the information quantity. For each object in order to reduce region candidates, a
spatial validation gate is defined. The gate permits to incorporate cinematic limitation for
all objects. For computational efficiency, the dimension of this gate is defined empirically
to twice of the object bounding box and is located around the predicted object position. The
matching is based on the spatial proximity of regions and their visual compatibilities. The
algorithm evaluates explicitly the quality of each association. This information is summa-
rized by two indicators: Consistency and Identity indicators. These indicators are recursively
updated and stored during the tracking step. The consistency indicator of tracked objects
firstly permits effective new objects to be validated after consecutive observations. Sec-
ondly, it permits to tolerate some temporary loss of the objects having a reliable track. It
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Table 1 Object information

Object information

Object number

View 1 color histogram (k), view 2 color histogram (k),...,view n color histogram (k)
Position in ground plane (k), Bounding box in ground plane (k)

Consistency indicator (k)

Speed vector (k)

Identity indicator (k)

reacts as a robust filter at the object level. The indicator increases when no significant varia-
tion in the object features (color histogram of associated object in each view, and bounding
box size of the resulting projected polygon on the ground plane and the speed vector of the
projected polygon) is perceived. Otherwise or in extreme situations when the target is lost,
indicator is decreased. The dissimilarity between the object color histograms is performed
by the Bhattacharya distance. The updating process of the consistency indicator of each
tracked object is controlled in terms of time delay defined by the human expert as the stabil-
ity indicator. The track termination is decided for lost objects after a period of consecutive
zero value consistency indicator. This delay has been fixed typically at 3 s. For each tracked
object, a set of information is stored (Table 1). In Table 1 the attribute “Object number” is
a unique identifier for each object. We adopt the merging procedure (or respectively split-
ting procedure) presented in [31] when we are in merging situation (or respectively splitting
situation). The splitting situation is detected once a new object is detected close to a tempo-
rary group region whereas the merging situation is detected whereas the merging situation
is detected one object is detected close to more than one object.

2.4 Counting strategy

Our method of people counting is closely associated with the tracking strategy. When an
effective new object is detected by the tracker the number of the people is is incremented
by one. The tracker detects a new object when it creates an object with new object number.
Proceeding as this, and based on the assumption that all objects are tracked with the tracker,
we are sure to count all the people who passed through the scene. For counting the people
on the frame we firstly count all objects detect by the tracker. We add to this, the number
of items which are considered temporarily lost by according to their consistency indicators.
This strategy allows us to perform an efficient counting while tolerating some temporary
loss.

3 Experimental results and performance evaluation

3.1 Experimental environment

In this section we present the experimental environment in order to evaluate the perfor-
mance of the proposed multi-view people counting method based on our fusion algorithm.

This method has been tested on several multi-view sequences. These sequences are publicly
available and adopted by other existing methods. These sequences belong to EPFL [11] and
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PETS 2010 [10] datasets. They were adopted in the experiments of many research works.
Consequently, it is fair to compare the performance between our proposed algorithm and
some past research works. Sequence Terracel (view( through views) from the EPFL dataset
is a sequence of about 3 and 1/2 min, where up to 7 people walk around a terrace. These
sequences present well known issues for people detection, tracking, and counting, including
lighting variations and shadows, distance of the cameras from the scene, and frequent occlu-
sions due to crowd. Sequences Time_12-34_S0 (view; through viewg), Time_12-34_S2
(view through viewg), Time_13-57_S1 (view; through viewg), and Time_13-59_S1 (view
through view,) from the PETS 2009 dataset are short sequences where up to 40 individuals
walk around in a 10m? area. For the tracking module, we consider that the consistency indi-
cator reaches its maximum value after a delay of 1.5 s of good associations. All experiments
are performed by using a laptop which has an Intel Core i7 CPU L 640 @ 2.13GHz x 4
processor with 4GB memory and the programming language is C++ through the OpenCv
Library.

3.2 Performance evaluation and discussion

We present and analyze the performance of our proposed method at two levels. We evaluate
first the performance of our fusion strategy which is a crucial module of our people counting
method. After this, we analyze the performance of the counting system.

The aim of the fusion module is to perform the association between people from each
camera of the network. We compare our fusion method to other fusion approach [39, 41]
proposed in the state of the art. The results show that our approach provides a good moving
people association and provides good accuracy in a dynamic occlusion case. It has similar
performance to the fusion approach proposed in the state of the art [39, 41]. We also evaluate
the processing time of the fusion approach and compare it to fusion approach suggested
in [41] and [39]. The results for Time_13-59_S1 and Time_12-34_S2 datasets are reported
in Fig. 9. This figure confirm the conclusion of works done in [39] (Authors in [39] say
that their approach is 40 times faster than state of art fusion algorithm). These results also
confirm that our proposed fusion approach run faster than Xu et al.’s method. Thus we
can conclude that our fusion algorithm allows to make faster data association between the
different observations of each single camera. Also for measure the gained brought of the

60
50

40

M Eshel and Moses
m Xu et al.
20 Proposed Algorithm

10

Speed proceesing (frames per second)

Time 13-59_S1 Time 12-34_S2

Datasets

Fig. 9 Speed processing evaluation for Time_-13-59_S1 and Time_12-34_S2 datasets
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Fig. 10 Evolution of the recall value depending on the number of camera used for people counting (sequence
: Terrace 1)

fusion strategy, we study the impact of the number of camera which is used in the counting
process. The evaluation of the people counting is performed by using some metrics. These
metrics are Recall, Precision and F-Measure. For sequence Terrace 1, the evolution of the
recall and precision values depending on the number of camera is shown by Figs. 10 and 11.
These two figures, demonstrate that the recall and precision values increase with the number
of cameras. The fusion strategy therefore combines effectively the information of different
views to increase the counting accuracy.

After proving the usefulness of the fusion method, we compare the performance of
our people counting approach to other algorithms of the state of the art. Where available,
we compare the performance values achieved by the multi-view people counting methods
reported in [13, 29] and [30]. The results are reported in Table 2. These results showing the
higher accuracy of the proposed approach. Our method outperform than methods proposed
by Ge and Collins [13] and Ma et al. [29]. Its performance is closer than method proposed
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Fig. 11 Evolution of the precision value depending on the number of camera used for people counting
(sequence : Terrace 1)
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Table 2 People counting performance in sequences Time_12-34_S0, Time_12-34_S2, Terracel

Sequence Algorithm Recall Precision F-measure
Time_12-34_S0 Maddalena et al. [30] 0.97 0.99 0.98
proposed 0.98 0.99 0.98
Time_12-34_S2 Ge and Collins [13] 091 0.95 0.93
Ma et al. [29] 0.92 0.97 0.94
Maddalena et al. [30] 0.98 0.98 0.98
proposed 0.98 0.98 0.98
Terrace 1 Ma et al. [29] 0.95 0.92 0.93
Maddalena et al. [30] 0.96 0.96 0.96
proposed 0.98 0.99 0.98

by Maddalena et al. [30]. But our system doesn’t need a learning phase whereas the sys-
tem proposed in [30] use an supervised classification approach. This provides much greater
flexibility to our system. We also present the results for sequences Time_13-57_S1 and
Time_13-59_S1 in terms of Average Frame Error. This results are reported in Fig. 12. By
observing the Fig. 12, we conclude that our proposed method provides a low average error
when we compare it to that proposed by Maddalena et al. [30]. Thus our method gives bet-
ter result for counting while minimizing errors. Summing up performance results reported
in Table 2 and in Fig. 12, we can conclude that the proposed approach achieved good per-
formance in the case of moderate crowd density scenes. Finally, we report on Table 3 the
processing rate of our algorithm using a common laptop described in Section 3.1. Using this
table we conclude that our method which is implemented on a common laptop, achieves its
performance at a speed that varies according to the number of people present on the scene
and the number of cameras which is used.

2
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o 12
Q
g 1 W Time_13-57_S1
s m Time_1359 S1
o 0,8
[
°
Z 06
0,4
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0
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Fig. 12 Average Frame Error for people counting in sequences Time_13-57_S1 and Time_13-59_S1
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Table 3 Processing rate

Sequence Processing rate

Time_12-34_S0 2.02 frames/second
Time_12-34_S2 2.11 frames/second
Time_13-59_S1 5.32 frames/second
Terrace 1 7.97 frames/second

4 Conclusion and future works

In this paper, we propose a multi-view camera algorithm for people counting in video
surveillance. The system relies on achievements in multi-view video objects detection and
moving object tracking, integrating modules that turned out to be very efficient. We use a
codebook based model to detect foreground pixels and we fuse the foreground maps into
ground plane. The computational complexity of our data association method is a major
advantage for our counting system. Subsequent tracking system is adopted in order to esti-
mate the crowd size dependently on each frame. This system is robust against dynamic
occlusion (through the use of the fusion strategy) and the temporary loss of detection of
objects (through the use of the tracking strategy). However, as the crowd becomes more
larger and denser, individual detection and tracking become hard, and thus people count-
ing tends to be less accurate. An alternative could be a “crowd-centric” approach, based
on analyzing global low-level features extracted from crowd imagery to produce accurate
crowd counting estimation. The counting method is also highly dependent on each camera
foreground pixel extraction. Then the presence of false positive can influence the counting
results. Finally counting errors will occur if non-human objects appear in the scene.

In a future, we plan to exploit motion direction trajectories to segment the crowds into
sub-parts moving in different directions. This information will be useful in order to propose
an algorithm for event recognition based on motion trajectory analysis.
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