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Abstract. The detection of moving objects in a video sequence is the first step in an automatic video surveillance
system. This work proposes an enhancement of a codebook-based algorithm for moving objects extraction. The
proposed algorithm used a perceptual-based approach to optimize foreground information extraction complexity
by using a modified codebook algorithm. The purpose of the adaptive strategy is to reduce the computational
complexity of the foreground detection algorithm while maintaining its global accuracy. In this algorithm, we use a
superpixels segmentation approach to model the spatial dependencies between pixels. The processing of the
superpixels is controlled to focus it on the superpixels that are near to the possible location of foreground objects.
The performance of the proposed algorithm is evaluated and compared to other algorithms of the state of the art
using a public dataset that proposes sequences with a dynamic background. Experimental results prove that the
proposed algorithm obtained the best the frame processing rate during the foreground detection. © 2016 SPIE and
IS&T [DOI: 10.1117/1.JEI.25.6.061618]
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1 Introduction
In video surveillance, the video sequences are filmed by
static or nonstatic cameras and they contain moving objects
on a fixed or dynamic background. The first step of any intel-
ligent video surveillance system is the extraction of moving
objects from the background. Then, it is important to have a
competitive foreground extraction module. Many techniques
are used to extract moving objects. One of them is back-
ground modeling. Background modeling is a widely used
technique to extract objects from a dynamic background.
It consists of modeling the background using pixel values
from previous frames. Every image pixel is matched with its
corresponding component in the background model. Back-
ground modeling techniques are considered as a good choice
for their better performance for an indoor and/or outdoor
scene. One of these methods is the mixture of a Gaussian
(MoG)-based approach. Stauffer and Grimson1,2 proposed
this method. They proposed to use multiple Gaussian distri-
butions to represent each pixel in background modeling.
According to their experiments, Stauffer and Grimson2

proved that this method overcomes nonstationary back-
ground and thus provides a better adaptation for background
modeling. Elgammal et al.3 proposed an algorithm based on
kernel density estimation (KDE). It is proved that KDE is
closer to the real probability distribution than MoG. Rittscher
et al.4 proposed a probabilistic background modeling algo-
rithm based on hidden Markov models (HMM). They dis-
cuss several state splitting criteria to model background.
Stenger et al.5 also suggested using HMM for background

modeling process and proposed a nonadaptive three-state
HMM to perform it. Kim et al.6 proposed a real-time fore-
ground–background segmentation using codebook model.
The overview of this algorithm is presented in Fig. 1. This
method has a competitive performance. In this work, we pro-
pose an extension of Codebook method. The main objective
of this work is to propose a fast Codebook-based algorithm
with competitive performance. The rest of this paper is
organized as follows. In Sec. 2, we will present the moving
object detection using Codebook model and will review
some codebook-based approaches, whereas Sec. 3 presents
the moving object detection approach proposed. The exper-
imental results and analysis are presented, respectively, in
Secs. 4 and 5. Finally, we conclude this paper in Sec. 6.

2 Moving Object Detection Using Codebook
This section presents the Codebook algorithm for moving
object extraction. In this algorithm, Kim et al.6 represented
each pixel pt by using a codebook C ¼ fc1; c2; : : : ; cLg.
In this codebook, each codeword ci, i ¼ 1; : : : ; L, is
represented by an RGB vector vi and a 6-tuples auxi ¼
fǏi; Îi; fi; pi; λi; qig in which Ǐ and Î are the minimum and
maximum brightness of all pixels assigned to this codeword
ci, fi is the frequency at which the codeword has occurred, λi
is the maximum negative run length defined as the longest
interval during the training period that the codeword has not
recurred, and pi and qi are the first- and last-access times,
respectively, that the codeword has occurred. The codebook
model is created or updated using two criteria. The first cri-
terion is based on color distortion [Eq. (3)], whereas the

*Address all correspondence to: Mikaël A. Mousse, E-mail: mikael.mousse@
lisic.univ-littoral.fr 1017-9909/2016/$25.00 © 2016 SPIE and IS&T

Journal of Electronic Imaging 061618-1 Nov∕Dec 2016 • Vol. 25(6)

Journal of Electronic Imaging 25(6), 061618 (Nov∕Dec 2016)

Downloaded From: http://electronicimaging.spiedigitallibrary.org/ on 12/12/2016 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx

http://dx.doi.org/10.1117/1.JEI.25.6.061618
http://dx.doi.org/10.1117/1.JEI.25.6.061618
http://dx.doi.org/10.1117/1.JEI.25.6.061618
http://dx.doi.org/10.1117/1.JEI.25.6.061618
http://dx.doi.org/10.1117/1.JEI.25.6.061618
http://dx.doi.org/10.1117/1.JEI.25.6.061618
mailto:mikael.mousse@lisic.univ-littoral.fr
mailto:mikael.mousse@lisic.univ-littoral.fr
mailto:mikael.mousse@lisic.univ-littoral.fr
mailto:mikael.mousse@lisic.univ-littoral.fr
mailto:mikael.mousse@lisic.univ-littoral.fr


second is based on brightness distortion [Eq. (4)]. Color dis-
tortion (Colordist) and brightness distortion (or pixel inten-
sity I) are, respectively, computed by using the following
equations:

EQ-TARGET;temp:intralink-;e001;63;414Colordistðpt; ciÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kptk2 − C2

p

q
; (1)

EQ-TARGET;temp:intralink-;e002;63;376I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
R2 þ G2 þ B2

p
; (2)

EQ-TARGET;temp:intralink-;e003;63;347Colordistðpt; ciÞ ≤ ε1; (3)

EQ-TARGET;temp:intralink-;e004;63;322Ilow ≤ I ≤ Ihi: (4)

In Eq. (3), the autocorrelation value C2
p is given by Eq. (5)

and kptk2 is given by Eq. (6)

EQ-TARGET;temp:intralink-;e005;63;274C2
p ¼ ðRiRþ GiGþ BiBÞ2

R2
i þ G2

i þ B2
i

; (5)

EQ-TARGET;temp:intralink-;e006;63;229kptk2 ¼ R2 þG2 þ B2: (6)

In relation Eq. (4), Ilow ¼ αÎi, Ihi ¼ minfβÎ; Ǐαg.
After the training period, we extract the moving object

based on the obtained codebook model. If an incoming pixel
matches a codeword in the codebook, then this codeword is
updated. If the pixel does not match, its information is put in
cache word and this pixel is treated as a foreground pixel. The
matched codeword is searched by using a condition based on
color distortion [Eq. (7)] and brightness distortion [Eq. (4)]

EQ-TARGET;temp:intralink-;e007;63;115Colordistðpt; ciÞ ≤ ε2: (7)

The choice of parameters ðε1; ε2; α; βÞ is very important. A
discussion about it is included in a research paper by Kim

et al.6 Due to the performance of this method, several research-
ers studied it deeply. Guo et al.7 extended the algorithm based
on the codebook by proposing a hierarchical scheme to
improve its efficiency. Ilyas et al.8 suggested the use of the
maximum negative run length λ and the frequency fi to decide
whether to delete codewords or not. When the access fre-
quency fi is large, they proposed to put a cache codeword
into the codebook. Their objective was to reduce the size
of the codebook while maintaining a good detection accuracy.
Cheng et al.9 suggested to convert pixels from RGB to YUV
color space, and they use the V component to build a single
Gaussian model. Shah et al.10 proposed a statistical parameter
estimation method to control the adaptation procedure,
whereas Pal et al.11 spread codewords along boundaries of the
neighboring layers. The purpose of their works9,11 was to
improve the obtained background model. Doshi and Trivedi12

proposed a hybrid cone-cylinder model to build the back-
ground model. They use the V component in HSV represen-
tation of pixels to represent the brightness of these pixels. The
purpose of the algorithm is to extract moving objects in a
sequence that contains shadow. Donghai et al.13 proposed an
algorithm that overcomes the errors of the Gaussian mixture
model, sphere model, and codebook cylinder model. Their
background modeling algorithm is based on principal compo-
nent analysis (PCA). Li et al.14 suggested combining Gaussian
the mixture model and codebook. Yu et al.15 proposed to use a
local binary pattern (LBP) for establishing the first layer of
background and combining it with the codebook. Li et al.16

built a texture-wise background model by LBP and used sin-
gle Gaussian to model codewords.Mousse et al.17 proposed an
algorithm based on combination of the codebook with an edge
detector. They used an edge detector to verify if foreground
pixels detected by the codebook algorithm belong to an
object or not. The goal of these algorithms14,16,17 is to reduce
the false positive pixels. They obtained a good performance
but they cannot be used in a real-time condition due to their

Fig. 1 Flow diagram of the codebook-based algorithm. (The solid lines correspond to the training phase
and dashed lines correspond to the phase of moving objects detection).
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complexities. Doshi and Trivedi12 proposed to convert pixels
fromRGB toHSV color space. Cheng et al.9 suggested chang-
ing pixel information from RGB to YUV color space. Fang
et al.18 exploited HSL color space and used the L component
as a brightness value to reduce the amount of calculation.
They also used the improved simple linear iterative clustering
(SLIC) algorithm to model the spatial dependencies between
pixels. Mousse et al.19 also used the SLIC algorithm to model
the spatial dependencies between pixels but they converted the
pixel from RGB to CIE L � a � b� color space and exploited
this color space specification. Due to the use of superpixels,
Fang et al.18 and Mousse et al.19 proposed the fastest methods
among all the improvements of the codebook.

The main objective of this work is to propose a fore-
ground pixel extraction method based on the codebook.
This algorithm must have competitive performance and less
computational complexity. For this, we exploit our past
research work presented in Mousse et al.19 because it has an
acceptable moving object detection accuracy and is used in a
video surveillance application20 with good results. So the
objective of this work is to reduce the complexity of this
algorithm while keeping its accuracy. Then, unlike our prior
algorithm and Fang et al.18 algorithms that perform a native
superpixel subtraction, we suggest an adaptive approach to
manage the distribution of superpixels. In this strategy, we
exploit the perceptual image characteristic to reduce the
number of superpixels that will be treated during the fore-
ground objects extraction process. The purpose of this adap-
tive strategy is to manage clusters efficiently and thereby
reduce the complexity of the detection algorithm while main-
taining the performance of the previous algorithm.

3 Modified Codebook Model for Object Detection
In this section, we present our algorithm based on the code-
book for foreground object detection. Like all background
modeling algorithms, the proposed algorithm works in two
phases: the learning phase and the moving objects extraction
phase. The contribution of this work is done in the second

phase. The learning phase is same as the learning phase of
our past work,19 whereas unlike other approaches (Fang
et al.18 and Mousse et al.19) of the state of the art, which per-
form a native subtraction method, in this paper, the second
phase proposes an adaptive method to extract foreground
maps. Section 3.1 presents the superpixel segmentation strat-
egy, Sec. 3.2 presents our background modeling method, and
Sec. 3.3 presents our moving pixels extraction strategy.

3.1 Superpixel Segmentation Using Improved Simple
Linear Iterative Clustering

Superpixel segmentation has become a popular preprocess-
ing step in computer vision. It allows to represent an image
with only a couple of hundred segments that function as
atomic building blocks instead of tens of thousands of pixels.
We used improved SLIC to create pixel clusters (superpixels).

There are few algorithms that output the desired number
of regular, compact superpixels with a low computational
overhead. But the improved SLIC algorithm introduced
by Schick et al.21 has better performance than existing meth-
ods. In fact, Schick et al.21 proved the efficacy of this super-
pixels segmentation in object category recognition and
medical image segmentation. They obtained better quality
and higher computational efficiency when they compared it
to other state-of-the-art algorithms. The detailed SLIC algo-
rithm is given by Algorithm 1.

In Algorithm 1, we assumed that the size of a video frame
is N ×M, and we segment it into K superpixels. Each super-
pixel approximately has N×M

K pixels and the central region is

approximately S ¼
ffiffiffiffiffiffiffiffi
N×M
K

q
.

EQ-TARGET;temp:intralink-;e008;326;409Gðx; yÞ ¼ kIðxþ 1; yÞ − Iðx − 1; yÞk2
þ kIðx; yþ 1Þ − Iðx; y − 1Þk2; (8)

EQ-TARGET;temp:intralink-;e009;326;359

dlab ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðlk − liÞ2 þ ðak − aiÞ2 þ ðbk − biÞ2

q
;

dxy ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxk − xiÞ2 þ ðyk − yiÞ2

q
;

Ds ¼ dlab þ
m
S
dxy: (9)

In Eqs. (8) and (9), dlab is the lab distance, dxy is the plane
distance, and Iðx; yÞ is the lab vector corresponding to the
pixel at position ðx; yÞ. Schick et al.21 proved the efficacy
of the SLIC algorithm in image segmentation. They obtained
better quality and higher computational efficiency than other
state-of-the-art superpixels segmentation algorithms.

In this work, for each input image, we construct M×N
50

superpixels. The using of superpixels reduces the complexity
of background modeling using the codebook with respect to
the amount of data. We segment the first-input frame to
obtain the frontiers of each superpixel. These frontiers are
used on all input frames. Then, we have the same number
of superpixels in all frames of the sequence and each super-
pixel has the same number of pixels from one frame to
another.

3.2 Background Modeling
After the extraction of the K superpixels, we build a code-
book background model based on these superpixels. Let

Algorithm 1 SLIC algorithm for superpixels segmentation.

1 Initialize cluster centers Ck ¼ ½l k ; ak ; bk ; xk ; yk �T by sampling pixels
at regular grid steps S.

2 Perturb cluster centers in an n � n neighborhood, to the lowest
gradient position using Eq. (8).

3 repeat

4 for each cluster center Ck do

5 Assign the best matching pixels from a 2S × 2S square
neighborhood around

cluster center according to the distance measure [using
Eq. (9)].

6 Compute new cluster centers and residual error E {L1 distance
between previous centers and recomputed centers}.

7 until E <= threshold

8 Enforce connectivity.
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P ¼ fs1; s2; : : : ; skg represent these superpixels. Each super-
pixel sj, j ∈ f1;2; : : : ; kg is composed approximately by
m pixels. With each superpixel, we built a codebook C ¼
fc1; c2; : : : ; cLg. The obtained codebook contains L code-
words ci, i ∈ f1;2; : : : ; Lg and each codeword ci is
composed by a vector vi ¼ ðāi; b̄iÞ and 6-tuples auxi ¼
fĽi; L̂i; fi; pi; λi; qig in which Ľi, L̂i are the minimum and
maximum of luminance value, fi is the frequency at which
the codeword has occurred, λi is the maximum negative run
length defined as the longest interval during the training
period that the codeword has not recurred, and pi and qi
are the first- and last-access times, respectively, that the code-
word has occurred. L̄, ā, b̄ are, respectively, the average
value of component L�, a�, and b� of the pixels in a super-
pixel. We compute the color distortion by replacing Eqs. (10)
and (11) into Eq. (1). For the brightness distortion degree (2),
we use L̄ value as the intensity of the superpixel

EQ-TARGET;temp:intralink-;e010;63;561pt ¼ ā2 þ b̄2; (10)

EQ-TARGET;temp:intralink-;e011;63;530C2
p ¼ ðāiāþ b̄ib̄Þ2

ā2i þ b̄2i
: (11)

For each superpixel, if we find a codeword ci that respects
these two criteria (brightness distortion criterion and color
distortion criterion), then we update this codeword by setting
vi to ðfiāiþā

fiþ1
; fib̄iþb̄

fiþ1
Þ and auxL to fminðL̄; ĽiÞ;maxðL̄; L̂iÞ;

fi þ 1;maxðλi; t − qiÞ; pi; tg. If we do not find a matched
codeword, we create a new codeword cK . In this case, vK
is equal to ðā; b̄Þ and auxK is equal to fL̄; L̄; 1; t − 1; t; tg.
The detailed algorithm is given by Algorithm 2. In this
algorithm:

• N is the number of frames that we used to model
background.

• The variable that is the subject of the condition in the
loop “for” is automatically incremented at the end of
the loop.

3.3 Foreground Pixel Extraction
After the building of the background model, we extract fore-
ground pixels. Like the background modeling step, this
operation is also based on the superpixels. Using the first
incoming frame, we perform the native subtraction algorithm
which is defined by Algorithm 3. In this algorithm, ϵ2 is the
detection threshold and the variable that is the subject of the
condition in the loop “for” is automatically incremented at
the end of the loop. If there is no acceptable matching code-
word, the superpixel is detected as foreground. Otherwise, if
we find an acceptable matching codeword, the superpixel is
classified as background and the corresponding codeword is
updated.

With the following frames, we use an adaptive strategy.
To perform it, after the extraction of the superpixels, we clas-
sify the superpixels in two groups as shown in Fig. 2. The
first group of superpixels is those that are on the border of the
frame. For these superpixels, we extract foreground objects
by subtracting them from the corresponding superpixels in
the background model by using Algorithm 3. This part of
the process allows us to detect objects that enter the scene.

After that, we focus on the superpixels of the second
group. This group is composed of the superpixels that are not
on the border of the frame. We also divide this group into two
subgroups. The first subgroup contains the relevant superpix-
els, whereas the second contains the superpixels that are not
important for our system. We consider that a superpixel is a
relevant superpixel if it meets one of the three following
conditions.

• The superpixel is adjacent to the background super-
pixels that belong to the first group.

• The superpixel belongs to the second group and is the
foreground superpixel in the previous frame.

• The superpixel is adjacent to foreground superpixels in
the previous frame.

All superpixels that do not meet the conditions listed in
the last two sentences are considered as superpixels of the
second subgroup. We use Algorithm 3 to check if the first
subgroup superpixels are foreground superpixels or not.
Using the results of this operation, we include in the first
subgroup the superpixels that are adjacent to new foreground
superpixels detected. These superpixels are also used to
verify whether they were foreground superpixels or not. If
any of these superpixels is a foreground superpixel, we will
repeat the process of testing its adjacent superpixels. This rep-
etition is done until the result of the foreground/background

Algorithm 2 Background modeling.

1 l←0

2 for t ¼ 1 to N do

3 Segment frame F t into superpixels

4 for each superpixels Suk of frame F t do

5 pt ðL̄; ā; b̄Þ

6 Find the matched codeword ci in codebook matching to Suk
based on two conditions (a) and (b).

(a) colordist (pt ; v i ) <¼ ϵ1

(b) [brightness (L̄, Ľi , L̂i )] = true

7 if l ¼ 0 or there is no match then

8 l←l þ 1

9 create codeword cL by setting parameter

vL←ðā; b̄Þ and auxL←fL̄; L̄; 1; t − 1; t ; tg

10 else

11 update codeword ci by setting v i←ðf i āiþā
f iþ1 ; f i b̄iþb̄

f iþ1 Þ and
auxi←fminðL̄; Ľi Þ;maxðL̄; L̂i Þ; f i þ 1;maxðλi ; t − qi Þ; pi ; tg

12 for each codeword ci do

13 λi←maxfλi ; ½ðm × n × tÞ − qi þ pi − 1�g
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checking does not provide foreground superpixels. This
strategy is resumed in Algorithm 4.

Using this strategy, we do not use necessarily all super-
pixels but we only focus the process on the significant super-
pixels. The relevant superpixels depend on the evolution of
the foreground visual information.

4 Experimental Results
In this section, we present the experimental environment and
results. We have selected public benchmarking sequences for

the validation of the proposed approach. These sequences
have dynamic background and are covered under the
work done by Goyette et al.22 and available from Ref. 23.
For this purpose, we choose “boats,” “canoe,” “fountain01,”
“fountain02,” “overpass,” and “fall” sequences. The first two
sequences represent boats on shimmering water. The sequen-
ces “fountain01” and “fountain02” show cars passing next to
a fountain, whereas and the last two depict pedestrians, cars,
and trucks passing in front of a tree shaken by the wind.
These sequences present a sequence with dynamic back-
ground and are made available to researchers for the evalu-
ation of moving object detection algorithms. Table 1 presents
the number of frames (frame used for training and frame used
for testing) of each sequence and the size of the frames of
the sequences.

The algorithm is implemented on a laptop that has the
following characteristics: Intel Core i5 CPU L 640 at
2.13 GHz × 4 processor with 4 GB memory and the pro-
gramming language is C++ with the OpenCv library. The
parameters of superpixels segmentation algorithm are given
by Schick et al.21 In our implementation, if the size of input
frame is ðM × NÞ then we construct M×N

50
superpixels as sug-

gested by Mousse et al.19 Some segmentation results are
presented in Figs. 3 and 4.

5 Performance Evaluation and Discussion
In this part, we show the performance of the proposed
approach by comparing with standard codebook algorithm
proposed by Kim et al.6 and with other extensions of the
codebook algorithm based on an extension on pixels. All
algorithms are implemented using the laptop described in

Algorithm 3 Foreground Pixel Extraction.

1 Suk ðL̄; ā; b̄Þ

2 for all codewords do

3 find the codeword cm matching to Suk based on:

(a) colordist (pt , vm) <¼ ϵ2

(b) [brightness (L̄, Ľm , L̂m)] = true

Update the matched codeword as in Step 11 in the algorithm of
background modeling (Algorithm 2).

4 BGSðSuk Þ ¼
�
foreground if there is no match
background otherwise

Fig. 2 Superpixels classification.

Algorithm 4 Proposed strategy.

1 l←∅

2 insert to l the border superpixels

3 insert into l the superpixels that are adjacent to foreground
superpixels from the last frame.

4 while l is not empty do

5 Use Algorithm 3 to verify if the superpixels that are stored in l are
foreground or background

6 l←∅

7 insert into l the relevant superpixels that are adjacent to
foreground superpixels detected at step 5.

Table 1 Testing sequences.

Datasets

Number of frames

SizeTraining Testing

Boats 1900 6099 320 × 240

Canoe 800 389 320 × 240

Fountain01 400 784 432 × 288

Fountain02 500 999 432 × 288

Overpass 1000 2000 320 × 240

Fall 1000 3000 720 × 480
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Sec. 4. For the performance evaluation of our moving objects
detection approach, we used some quantitative frame-based
metrics. These metrics are based on true negative (TN), true
positive (TP), false negative (FN), and false positive (FP) as
shown in Table 2. According to this table:

• A pixel is a true negative pixel when both ground truth
and system result agree on the absence of an object.

• A pixel is a true positive pixel when ground truth and
system agree on the presence of an object.

• A pixel is a false negative (FN) when system result
agrees on an absence of an object whereas ground truth
agrees of the presence of an object.

• A pixel is a false positive (FP) when the system result
agrees with the presence of an object whereas ground
truth agrees with the absence of an object.

With these values, we calculate:

• False positive rate (FPR) using the following equation:

EQ-TARGET;temp:intralink-;e012;326;252FPR ¼ 1 −
TN

TNþ FP
: (12)

• True positive rate (TPR) using the following equation:

EQ-TARGET;temp:intralink-;e013;326;196TPR ¼ TP

TPþ FN
: (13)

• F-measure (FM) using the following equation:

EQ-TARGET;temp:intralink-;e014;326;140FM ¼ 2 × PR × TPR

PRþ TPR
; (14)

with

Fig. 3 “Boats” dataset segmentation results. The first row shows the original images. The second row
shows the ground truth. The third row shows the detected results in Ref. 6 and the last row shows the
detected results by our proposed algorithm.
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EQ-TARGET;temp:intralink-;e015;63;306PR ¼ TP

TPþ FP
: (15)

FPR allows us to know the number of false alarms that are
sent by the algorithm. With TPR, we calculate the percentage
of true positive pixels that have been detected. PR allows us
to estimate the precision of object detection and FM repre-
sents a harmonic mean of precision and TPR. It measures the
accuracy and the efficiency video segmentation algorithm.
These criteria are frequently used to compare moving object
detection algorithms.24 According to our experiment, we

conclude that our algorithm has the same performance as
the algorithm proposed in Ref. 17 and according to the
results presented in Tables 3–5, we prove that the accuracy
of the proposed system is close to the accuracy of other code-
book-based algorithm enhancements. In these tables, CB
refers to the method proposed by Kim et al., and CB_HSV
refers to the method suggested by Doshi and Trivedi,
CB_HSL refers to the algorithm proposed by Fang et al.,
CB_YUV refers to the algorithm suggested by Cheng et al.,
and CB_LAB refers to our proposed algorithm. In Table 5,

Fig. 4 “Fall” dataset segmentation results. The first row shows the original images. The second row
shows the ground truth. The third row shows the detected results in Ref. 6 and the last row shows
the detected results by our proposed algorithm.

Table 2 Pixel identification.

System output

Foreground Background

Ground Foreground TP FN

Truth Background FP TN

Table 3 Different metrics according to experiments with “boats”
dataset.

Metrics CB CB_HSV CB_HSL CB_YUV CB_LAB

FPR 0.23 0.25 0.21 0.27 0.21

PR 0.87 0.86 0.89 0.80 0.91

FM 0.60 0.62 0.64 0.65 0.66

Note: Bold values indicate the best values.
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we notice the FM and the precision of the algorithm pro-
posed by Cheng et al. were superior to the FM and the pre-
cision of our proposed method. This is explained by the fact
that in this sequence there is not much variation in bright-
ness. So in this case, the YUV color space allows obtaining
a detection rate. This conclusion confirms the results of the
work of Cheng et al. But note that the false alarm rate has
decreased with the use of the CIE Lab color space. This con-
firms the interest of this color space in the realization of
applications that have for an objective the reduction of the
rate of false detections.

To assess the contribution of our approach, we calculate
our execution time (in frame per second) and compare it to
the execution time of Mousse et al.19 (Fang et al.18 and
Mousse et al.19 proposed the fastest methods among all
the improvements of the codebook with practically the
same execution time). The results are reported in Table 6.
In this table, the speed is expressed in frames per second.
According to values presented in Table 6, our approach
improves processing time by at least 20%. The gain is
more substantial when the size of the foreground objects
is small. This is evidenced by experiments based on the
sequence fountain01 where the speed was increased by 36%.

6 Conclusion
In this work, we investigate a method to detect moving
objects in a video sequence based on a codebook background
model. We propose an adaptive method to reduce the amount
of calculation. The perceptual visual information is used to
actively focus the attention on the relevant superpixels. By
doing like this, the treatment is done only on the important
parts of the image. The experiment results obtained using
public sequences with dynamic scene verify that our pro-
posed approach outperforms other algorithms in calculation
cost and has an accuracy close to the state of art algorithms.
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